S CEC statewide California Earthquake Center @:Em‘;fﬁh..n Z/ZUAS_,G_S, OEHERdY @ & FEMA 35"'”{5 !I USC

Sustainable Computing for
Earthquake Forecast Testing

Centers
Philip Maechling

Statewide California Earthquake Center

September 8-11, 2024

Hilton Palm Springs, California



@ Testing Essential In Scientific Process

The SCEC research collaboration is working to develop a predictive understanding
of earthquake processes.

Community-based testing programs have advanced several areas:
3D Motion in Basins

Dynamic Rupture Modelers

Transient Detection

ShakeAlert algorithm performance

Collaboratory for the Study of Earthquake Predictability
Broadband Platform Ground Motion Model Comparison

SCEC Research Computing | www.scec.org/research-computing



Physical Linux Server

CSEP-debug
(development system)

CSEP-Ops

Virtual Machine Instance

Processing Logs

Forecasts and Evaluation
Files @ RAID 4+ file system
(12 TB) Y

RAID 4+ file system and
Offline backup

CSEP-Reprocessing

Processing Logs, Catalogs,
CSEP1 Provisional Forecast
and Evaluation Files,

NZ Retrospective Forecasts

CSEP-Canterbury
P i i
rocessing CSEP Testing Center

(2008-2018)

CSEP-Ops is current operational testing center with 60TB file system, with
backup.

CSEP-debug is the current test system with CSEP data through 2017.
CSEP-Reprocessing is new image used for any needed CSEP1 reprocessing.
CSEP-Canterbury Processing is new image used for any needed NZ
reprocessing.

With this configuration, we then stop using other CSEP VMs and computer
systems. VMs shut down. Data moved onto offline backups. Computers
repurposed: CSEP-debug2, CSEP Testing, CSEP Certification, Northridge,

CSEP1
Approved
Dafase

CSEP-generic, CSEP-X. Once CSEP 1 reprocessing has been completed, Release the CSEP1 dataset through a data
CSEP-Ops becomes CSEP-Ops on demand processing system until all hosting service that requires us to format
supported models are moved to CSEP 2. CSEPtesting.org web site, CSEP trac the data and metadata but does not require

Sit?, CSEP SVN server, and CSEP PUb'ISH?ﬁd%?Qlagé]r% Iﬁﬁﬂ@é@ﬁﬁ”ﬂagg’ iépr” ZOZOUS to operate any computers.
online.



@ Testing Essential In Scientific Process

One of the lessons learned is the challenge of operating and maintaining computer
servers, and data storage.

Most new research projects will avoid purchasing physical servers and storage and will
outsource computing and storage to academic service centers (e.g. USC Center for
Advance Research Computing (CARC)), open-science vendors (e.g. SDSC SGX3), or
commercial cloud vendors (e.g. Amazon, Google, Microsoft).

Sustainable future Earthquake Forecast Testing Centers will almost definitely use
open-source software repos (e.g. GitHub), persistent scientific data storage and
identifies (e.g. Zenodo DOls), and and cloud-based computing technologies such as
Docker, Kubernetes, Kafka, and others.

SCEC Research Computing | www.scec.org/research-computing



@ Testing Essential In Scientific Process

CSEP Floating Experi
Original Goals of CSEP System were defined as: oating Experiments

® Transparency

® Reproducibility ﬂoat
® Controlled Environment
® Comparability
An application to deploy reproducible and prospective experiments of earthquake forecasting
= Set up a testing experiment for your earthquake forecasts using authoritative data sources and
benchmarks.

+ Encapsulate the complete experiment's definition and rules in a couple of lines.

+ Reproduce, reuse, and share forecasting experiments from you, other researchers and institutions.
A CSEP group is developing a cloud-compatible Developer and scientific team:
teStIn g STI’UC’[U re that can meet these goa|S + Pablo lturrieta - Deutsches GeoForschungsZentrum (GFZ), Germany - pciturri@gfz-potsdam.de
without a dedicated testing environment using * William Savran - University of Nevada, USA

cloud-based technologies: + Asim Khawaja - GF2, Germany
» Tofio Bayona - University of Bristol, United Kingdom
» Danijel Schorlemmer - GFZ, Germany
httpS//g |th UbCO m/CSGDtGStIn g/ﬂOatCSep «+ Fabio Silva - Southern California Earthquake Center (SCEC), USA

» Phil Maechling - SCEC, USA
» Max Werner - University of Bristol, United Kingdom

SCEC Research Computing | www.scec.org/research-computing



Quakeworx: A Collaborative CSSI Proposal

Pl: Yehuda Ben-Zion (USC/SCEC)

Pl: Alice-Agnes Gabriel (UCSD/Scripps Institution of
Oceanography)

Pl: Amit Chourasia (UCSD/San Diego Supercomputer Center)
Pl: Ahmed Elbanna (UIUC/UIUC Civil Engineering)

Project Start: September 1, 2023

Project End: August 31, 2028

Project Funding: Awarded 500k/year to USC, UCSD, UIUC

Southern California Earthquake Center 6



Quakeworx Public Project

C AKEwonx A science gateway for seismic simulations About us

Next generation earthquake simulators Provides input configurations and output Preset simulation pipelines for select
and Machine Learning apps such as results for select simulations with curated earthquake scenarios.
Moose-FARM, QuakeNN, RSQSim, SeisSol, apps.

Tandem and others will be available for
anyone to use.

Integrated computing Collaborative workspace FAIR Publishing

Interactive and batch computation Projects and groups will enable and Users can publish FAIR products such as

resources will be integrated. support collaboration. executable software applications, reports,

data and other content with DOIs.

Comi

ity contril

Users will be able to contribute apps, data and other material.

Get project updates / early access invite

uthern California

Website (quakeworx.org)

Upcoming event
CyberTraining for Seismology Workshop at the 2024 SCEC annual meeting.

Moose-Farm, SeisSol, Tandem and UCERF3-ETAS applications are currently being integrated with the gateway.

Reduce barriers to

Access, expertise, software, compute and data resources.

Catalyze & empower

Community wide reuse & sharing of research products.

Scale

Your research, education and workforce development efforts.

Advance Science

Rupture forecasts, Earthquake physics & Hazard estimates.

Partners

‘Statewide California Earthquake Center

University of lllinois, Urbana-Champaign

University of Southern California

Scripps Institution of Oceanography at UC San Diego
San Diego Supercomputer Center at UC San Diego

& SCEC FUSC X ILLINOIS ucsuDios | @SR




Technical Overview of Science Gateway

What’s the
difference
between a
website and
a gateway?

Primarily
the
computing
and storage
available
through the
gateway.

Quakeworx OneSciencePlac SDSC Expanse
Web-browser e Gateway Computer and
User Interface Software SDSC Storage ’ Y B, e




@ Testing Essential In Scientific Process

Researchers with community-oriented
computing needs should coordinate
with the Quakeworx Pis (Ben-Zion,
Gabriel, Elbanna, Chourasia) to install
forecast experiments in Quakeworx.

SCEC Research Computing | www.scec.org/research-computing



SCEC ... all thanks to you!

= 4 S NS ;."i'%‘_' . : k -;’. o S a .

The Statewide California Earthquake Center (SCEC) develops and shares cutting-edge earthquake system science to enhance Califomia’s resilience and to educate and inspire future scientists.



Quakeworx Private Development Website
(https://qwx1.onescienceway.com

AKEWORX Q Login

All apps

List of apps available on this site.
About Apps and Jobs: Apps are software applications that are configured to be executed on a predefined compute system. Launching an App creates a Job that stores its configuration and state.

App type Search

e v m

(J )
S (st Seis| Sol
Jupyter BATCH AP/ EXECUTABLE
Moose-FARM SeisSol
WEB APP / DOCKER ver.002 ver, 0.01 BATCH APP / EXECUTABLE

system, Expanse service
system. Expanse service

Jupyter Notebook Tandem 2d revised
Moose simulator f

ver. 010 (B ver. main_17c42dc9ae0ecs19d

system. AWS System (EC2) cc1b5732681b224054666

system Expanse service
Jupyter Notebook

Tandem app

BATCH AP | EXECUTABLE BATCH AP | EXECUTABLE
Tandem 3d revised UCERF3-ETAS
wver. main_{7c42dc9ae0ec519d ver. 02b30e5

<1b5732681b2e40546661 system. Expanse service

system. Expanse service
UCERT3 ETAS application
Tandem 3d app

Quakeworx project is powered by OneSciencePlace

Southern California Earthquake Center



@ Testing Essential In Scientific Process

Proposed floatCSEP development (et al) addresses CSEP principles in a modern way:

Transparency — Software source in open-repository. Experiments are retrieved from open-source
repos.

Controlled Environment — Scientific programs are retrieved from open-source repositories and
build with specific codes into a docker-based images and run on external cloud resources. Results
are written to persistent data storage systems and assigned persistent Digital IDs

Reproducibility — The processing are essentially fully defined, with source code, build environment,
and output storage as persistent data.

Comparability — The input data is available archived and made available to other researcher to
support comparisons.

SCEC Research Computing | www.scec.org/research-computing
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Forecasts used in broad impact applications require more types of testing. The end-
user of forecasts often define the types of testing required.

SCEC Computational Scientific and Engineering Requirements for Forecast Forecast Model
Forecast Users Modeling Systems Maturity Levels
PUEIE i Automated prospective testing of forecast models over Monitored —
COYE I time within collaborative forecast testing center Automated Evaluation over time
Forecasts 9 :
Engineering and Measured —

Automated retrospective testing of forecast models

IS ST using community defined validation problems.

Acceptance tests used to confirm

Research the model performance.
. . . . Managed —
Collaborative Research Computational codes, structural models, and simulation . .
. . . . Version Control, Build and Test,
Project results versioned with associated tests.
Release procedure
Individual Research Development of new computational, data, and physical Research Model —

Project models. Individual Projects
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